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Coding for Everyone

In the past few years, there has been increasing interest in encouraging more people, regardless of background, to learn to program. In fact, President Obama recently made a statement calling on all children to have the opportunity to learn about computer science [1]. Sites such as code.org promote CS education opportunities for all, citing statistics about STEM jobs and arguing that in the 21st century, knowledge about computer science is foundational [2]. Many institutions of higher education either have programming requirements for non-computer-science majors, or have been expanding programming to non-majors [3,4,5]. At our institution, all first year general engineering students are required to complete an introductory programming module as part of their first-year engineering course, and in general “basic programming skills” is a common desired outcome across engineering curricula [6].

This coding-for-all paradigm juxtaposed with the observation that technology is changing rapidly, and the half-life of technical skills is decreasing [7], might seem to indicate that teaching programming is a questionable use of class time: the language and paradigm students are taught will likely not be the same they are asked to use in their first job post-graduation. However, if we acknowledge that learning to program is more than simply learning to write code, and in particular, if we draw on work from the early era of computing which closely linked programming to problem solving and cognitive skills, we can argue that regardless of language or paradigm, learning to program may actually be a way to learn to problem solve, organize knowledge, and reason about processes.

At the dawn of the computing revolution, visionaries predicted that computers had the potential to “augment the human intellect” [8], a much more expansive view than simply becoming tools to automate tedious calculations. In other words, computing allows for new ways of dealing with complexity, and provides new metaphors for thinking about systems [9]. Early work demonstrated that with the aid of computers, children could engage with tasks and concepts that had previously been considered “advanced”, and through interacting with computers, children could become more aware of their own cognitive processes [10]. Thus, the fact that specific technologies may be obsolete by the time students graduate may be beside the point, there are lasting cognitive benefits that learning to interact with a computer can provide.

While there are some recent studies which investigate programming education as a means of teaching problem-solving, there is also a large body of research that primarily focuses on teaching students the details of how to code. We argue that in most cases these details are less important than centering programming education around problem-solving skills. If we make learning problem-solving skills a goal of introductory programming courses, then all aspects of the course, from the course objectives, pedagogical strategies, and assessments administered, must be chosen intentionally with this goal in mind.

In this paper we will present a brief summary of current published work on introductory programming education. In particular, we will explore the alignment of course objectives, pedagogical strategies, and assessments, and will offer a potential framework to help think about both the design and evaluation of
introductory programming courses. We will then provide a hypothetical case study of an introductory programming course organized around this framework and discuss implications of different instructional strategies through the lens of a theory of cognitive processes called cognitive load theory.

**Methods**

Assuming that there would be more comprehensive research of introductory programming in the computer science community, we began with targeted searches of the ACM digital library for the key phrase ‘introductory programming’. Once we found key papers that seemed to indicate a call to action [11,12] or a survey of practices [13,14] we used the ‘cited by’ list to find additional relevant papers.

Because the literature search of introductory programming resulted in a variety of examples of how and why programming was taught, we needed a documented framework to consistently evaluate each one and guide our hypothetical course design. Starting from Jamieson and Lohmann’s (2009) call to ground educational research activities in how people learn, we identified the concept of constructive alignment as a promising framework to evaluate and design learning environments. Following the references in Jamieson and Lohmann’s report as well as conducting targeted literature searches for “constructive alignment” we were able to find descriptions of this framework [15,16,17,18].

**Current State of Research**

The bulk of literature about teaching introductory programming (CS1) revolves around what paradigms are “best” (e.g. procedural vs. object oriented [19,20,21]), which language is “best”, often times with regard to a particular paradigm (e.g. object oriented programming (OOP) with Python vs. Java [22,23]), and best teaching practices (e.g. use of “pair programming” environments [24,25,26,27,28]). However, the reasons for picking one paradigm over another tend to be about industry demand, rather than intentionally choosing a paradigm to support the learning objectives of the course. This behavior, adopting a popular practice into a learning environment without critically analyzing whether or not it is a good fit, is by no means exclusive to programming education. For example, flipped classrooms [29], in which students are asked to watch recorded lectures at home and use class time for working on activities, has recently been a hot topic in higher education and there have been a continuous number of examples of well-intentioned practitioners flipping their classroom without adjusting course objectives, content, and activities to work under the flipped-classroom model [30]. Likewise, anyone can teach elements of object oriented programming in their introductory programming courses, but unless critical aspects of the course are adjusted: background reading, rethinking what the “fundamental concepts” are, the types of problems assigned, and methods of assessment, the incorporation of OOP will likely create confusion for students and frustration for instructors [12].

**Trends in Programming Education Research**

A 2003 study by Robins, Rountree, and Rountree identifies four trends in research of programming education: 1) distinguishing between novice and expert programmers with emphasis on deficiencies of novices, 2) the distinction between knowledge and strategies, 3) the distinction between program comprehension and generation, and 4) a comparison of OOP to procedural styles of programming [14]. They found that the biggest challenge for novice programmers was not in understanding the basic concepts, but knowing how to apply them. This finding is consistent with current understanding of how we learn [31,32], and with studies of expert/novice behavior in other domains, such as statics [33]. In both cases the suggestion is that helping students learn strategies that work is crucial to helping them become effective
novices, i.e. devote instructional time to problem-solving strategies and how to apply them.

A 2001 study by McCracken et al. [11], which concluded that regardless of nation or institution, most students do not know how to program by the end of their introductory programming courses, sparked much conversation and a push to reform introductory programming in the next decade. Like the previous example of adopting novel pedagogical practices without adjusting other aspects of the course, this phenomenon is also not exclusive to introductory programming: disconnect between what we think we are teaching and what students learn has been observed across engineering [34,35]. Possible ways of addressing this disconnect include recognizing differences in students’ prior knowledge, helping students see connections between abstract concepts, and relating difficult concepts to ones the students already know [34,36].

While the McCracken et al. study validated the experiences of many introductory programming instructors, it did not result in critical change to address the problems. Rather, what we have seen since the 1990s has been an increasing interest in where object oriented programming should be placed within the curriculum with debates between objects-first vs procedural-first, but little question of why object oriented design should be included at all other than that it continues to be a popular paradigm in industry.

There remains a desire that introductory programming courses should teach problem-solving skills, though only a few authors present evidence that the implementation of this goal is informed by cognitive science [37,38,39]. One thread in particular has received regular attention: East et al. propose a pattern-based approach that places emphasis on recognizing and learning to work with algorithmic patterns over syntax and design paradigms [40]. This approach closely aligns with understanding of differences in expert/novice behavior by helping students identify patterns of solutions and learning how and when to apply them to particular problems [38,40,41,42].

Pears et al. conclude their 2007 literature survey with the observation that despite the volume of work exploring the implementation of introductory programming courses, “there is little systematic evidence to support any particular approach” [13]. We think this could be due to two reasons:

1. There has been a lack of consensus on what the goals of an introductory course should be: the ability to write a complete, working program, the ability to answer conceptual questions about computing and computer science, or the ability to analyze problems and design solutions (problem-solving). The “appropriate” approach to teaching would depend on the goal.

2. Even if goals were clearly stated, it is likely that many different approaches could be used successfully if chosen intentionally to align with the goals and measurements of success (assessment). In many of the studies, it is not immediately clear if the measures of success used are appropriate for the stated objectives. That is to say, the assessments used might not always be measuring all aspects of the desired learning objectives.

Finally, in 2014, Koulouri, Lauria, and Macredie conducted a quantitative analysis of different approaches to teaching introductory programming by varying three aspects: the language used, providing formative feedback, and introducing explicit problem solving training [23]. They found that choosing a language with a simpler syntax (Python instead of Java), and introducing explicit problem-solving training, improved student learning. They also found, however, that providing more formative assessment did not seem to help. They speculate that the reason for the latter finding could be that students do not spend time looking at formative feedback, or do not understand the feedback that is given.
We wish to build upon the past reviews of the field by suggesting an approach to designing learning systems that may help to consistently address some of the shortcomings observed, and bring understanding to the successes. A large number of papers surveyed contain discussions of course objectives, pedagogical tools used, and assessments given, but rarely are these three components discussed together. We know from the engineering education literature that an effective learning system depends on the alignment of these three components [15,16].

**Components of a learning system.** A popular way to visualize an effective learning system is as a triad of objectives, instruction, and assessment [17], shown in Figure 1. The design of these three components is not sequential: each informs the other.

**Effective learning systems.** Assessment results can help inform changes to course objectives and instructional methods [17]. Similarly, as instructional methods improve, the objectives may be modified to aim for higher levels of understanding. Being intentional about these interactions is crucial to an effective learning system; if the assessment addresses lower levels of learning than the objectives specify, “the system will be driven by backwash from testing, not by the curriculum.” [18]. For example, if an objective of a programming course is that learners will develop problem solving skills, but assessment only consists of tests of programming concepts and syntax, teaching/learning activities would tend to center around those that promote understanding of these concepts and exclude activities that might have a better chance at promoting general problem solving [18].

---

**Figure 1:** Learning system as derived from Felder and Brent [17].
A Hypothetical Case Study

As noted, teaching OOP is a common area of interest in the literature. While Robins, Rountree, and Rountree note there is a lack of evidence supporting any claim that OOP makes modeling problems any easier [14], we will incorporate it into a hypothetical introductory programming course to explore how its inclusion would affect the constructive alignment between course objectives, instructional methods, and assessment.

It should be strongly noted that we are not advocating for OOP as a “best” teaching paradigm. Rather, we want to point out that from what has been reported, teaching OOP effectively can be challenging. What many implementations seem to miss is that OOP defines an entirely different paradigm for problem solving than is used in procedural programming [12]. As should not be surprising, there are some problems for which OOP provides a good set of tools to solve in an efficient, elegant manner, namely those with solutions that naturally map to real-world objects [43]. Different problems may be better solved using a procedural, functional, or data-flow paradigm [9,44,45].

Ultimately, our goal should be to help students analyze problem structures and make informed decisions regarding what paradigm would be best for a particular problem. What is not clear from the literature is whether or not this consideration is made when designing problems for a particular course. Indeed, in some cases there is evidence that OOP concepts are added to a course “on top of” older content, without necessarily changing the problem sets [12,46].

Cognitive load theory. Cognitive load theory (CLT) is based on the premise that the capacity of our working memory, where all conscious cognitive processing takes place, is finite and relatively small: we are able to manage 2-3 interacting elements at a time. Examples of “interacting elements” in the current context would be recalling and using the syntax and grammar of a particular programming language, reasoning about the behavior of a single object in an OOP environment, or reasoning about a solution to a particular high-level problem. CLT posits that in light of this finite capacity of working memory, for learning to occur, all aspects of a task must fit into this finite space. While some contributors to cognitive load are necessary for the task at hand, others are not [47]. Cognitive load can be divided into three different categories: intrinsic cognitive load is due to the complexity of the task itself and generally cannot be reduced without simplifying the task. Extraneous cognitive load is associated with work that is due to the instructional method, but not part of the task at hand. For instance, if the educational goal is to complete a programming task, but learners must search and interpret reference material in order to do so, the search and interpretation of this material would be considered extraneous cognitive load. Finally, germane cognitive load is also a result of the instructional design, but unlike extraneous load, germane load enhances the learning process. For instance, if a learning goal is that students are able to navigate and use reference material, then the previous example would be considered germane cognitive load.

What this example highlights is that whether complexity due to the instruction design is extraneous or germane depends on the specific learning goals. The role of the instructional designer then is to be aware of intrinsic load, reduce extraneous load and intentionally managing germane load.

Object oriented programming. Alan Kay originally conceived of object oriented programming as one way to think about complex systems [9]. The underlying metaphor of Kay’s conception for OOP was the biological cell: each object is designed to accomplish a specific set of tasks such that the complexity of these tasks is encapsulated within the object. Objects interact with one another by sending and receiving messages, and systems of these objects are assembled to solve complex problems [9].
In several reports of attempts to incorporate OOP into introductory programming courses, practitioners worried that time devoted to OOP concepts would necessarily reduce time spent on the “basics of programming”, usually defined as conditional statements, loops, and in some cases pointers. This concern is misplaced; under an OOP paradigm the “basics of programming” are not the same as when working from a procedural paradigm. OOP defines a completely different set of tools for problem solving, and it is these tools and concepts that become the “basics”: objects, messages, inheritance, and polymorphism [9,12].

For instance, if taking a patterns-based approach to teaching programming, one could use either a procedural paradigm or an OOP paradigm, but the fundamental patterns would be quite different depending on the paradigm. Useful procedural patterns might be:

- **read-evaluate-print** reading a piece of data, evaluating it, and output the result.
- **guarded-action** if a guard-condition is satisfied, take action.

While useful OOP patterns might be:

- **state** provide controlled access to a body of data.
- **view** decouple an object’s state from its representation.
- **decorator** add functionally to an object without modifying its internal structure.

Ultimately, if our goal is to teach problem solving in general, we would be doing a grave disservice to our students to leave them with the impression that there is only one paradigm, whether it be OOP, procedural, functional, or something not yet invented. As previously mentioned, OOP and procedural paradigms are comprised of fundamentally different concepts for problem solving, and so again is the functional paradigm. Unsurprisingly, there is no paradigm that is the “best” fit for every problem. Leaving students with the belief that only one paradigm exists makes it very difficult for them to learn how to intentionally select and apply the “best” paradigm to solve a particular problem.

Kölling argues that performing a paradigm shift from procedural style to OOP is difficult, and so concludes that if OOP is a desired outcome then it should be taught first since the reverse shift, from OOP to procedural, is conceptually easier. What this recommendation neglects to account for however is that both paradigms depend upon authoring programs in some language, and this authoring process takes a certain amount of cognitive capacity. To justify an objects-first approach we would have to verify that the cognitive load associated with OOP concepts themselves combined with the cognitive load of learning to author a program in a particular environment, does not exceed the learner’s working memory capacity.

In a superficial way, CLT theory would suggest that OOP is a helpful paradigm for managing cognitive complexity: objects encapsulate complexity by hiding the details of implementation behind a simple interface. For example, an object that represents a list of items may have operations to add and remove items from the list. Conceptually we can use this object with our common understanding of what it means to “add” an “item” to a “list”. Critically, we do not need to be aware of how the adding and removal of the item is actually implemented in code, or even how the storage is structured in memory (e.g. an array or a linked-list). We refer to this use of CLT to justify the reduction of complexity of OOP as superficial because it focuses on only the conceptual paradigm itself without regard to implementing it in some programming environment. In practice, we usually ask our students to implement OOP concepts in a particular programming language. That task requires not only understanding OOP as a paradigm, but also working with the programming environment, authoring a program, understanding the syntax and grammar of the language, and most likely debugging it as well.
Cognitive challenges teaching OOP. A behavior that characterizes expert programmers is the ability to easily shift between different abstraction layers of a problem space [48]. This ability may be especially crucial to becoming fluent in OOP as the concepts are somewhat further removed from the actual syntax than in other paradigms. For example, in the procedural paradigm the central concept is that of the procedure, or subroutine. Subroutines are simply collections of imperative commands grouped together under a label. Thus, if someone can write and understand imperative code, the conceptual leap to understanding the procedural paradigm is relatively small. In contrast, to understand objects in OOP one must understand the concept of state and methods operating on the state. Both state and method are implemented with code (generally imperative), but to understand how an object functions one has to imagine its initial state, and then how each method call would change this state. Cognitive load theory would suggest that understanding the dynamic interaction of state and method calls is more challenging than grouping lines of imperative codes into reusable procedures. Thus to be fluent in OOP design, a programmer must be able to switch between thinking at the object layer and the program layer. Teaching abstraction is best done by doing it by example, while being explicit about the abstractions used [48]. However, we must keep in mind the limited capacity of working memory: if the cognitive load associated with writing code and thinking about state and methods fills up a learner’s working memory, the learner may have difficulty grasping concepts of abstraction, even when the instructor explicitly points them out. To reduce the cognitive load associated with writing code and working with object state and methods, these tasks must be practiced until somewhat automated: to a point at which they can be done without conscious thought [32].

Language choice. Choice of language does matter: If the learning objectives of an introductory programming course are to learn problem solving concepts then a language with a simpler syntax is preferable to one with more complex syntax features [23]. The explanation for this can be found in CLT. Given the current example of a goal to teach problem-solving techniques, there will be cognitive load associated with thinking about different strategies one could use. Learning the syntax rules of a programming language adds to the cognitive load, but it does not aid in the process of learning problem-solving techniques. In other words, learning the syntax of a programming language is an extraneous cognitive load in this context. Thus, it is in the educator’s best interest to minimize cognitive load associated with features that do not directly help with the learning objectives of the course and select a teaching language with easy-to-learn syntax.

In an attempt to address the concern that the two primary languages, C++ and Java, used to teach OOP in introductory courses may be too complex for novice students, Goldwasser and Letscher select Python as a good choice for introductory programming. They claim that its relatively simple syntax allow new students to better engage with the OOP concepts rather than getting bogged down by details of the language [22].

Iconic versus textual languages. In theory, an iconic programming environment such as Scratch [49] or Alice [50] should aid in the learning of higher level concepts, such as those associated with OOP, since graphical languages eliminates the extraneous cognitive load of dealing with syntax and grammar of a language. In fact, there has been success in using iconic languages to teach first year programming [51], and research indicates that teaching graphical programming first does not inhibit a student from later transferring learned high level concepts to textual programming languages [52].

Snook et al. describe efforts to use the Alice programming environment to teach introductory programming concepts [53]. Interestingly a later report assessing the efficacy of the curriculum using Alice indicated that while pre-post testing
indicated learning gains with the environment, focus group data indicated a dissatisfaction with Alice as an introductory language, resulting in a switch to LabVIEW [54]. A possible explanation given for the dissatisfaction of Alice was that students did not perceive it as being a “real” programming environment they might use in industry, while LabVIEW was. Certainly, helping students connect the utility of skills they learn in the classroom to those that will be important in their later career is important. In some cases, switching to a tool that is known to be used in industry may be useful, though this approach seems shortsighted: it is unlikely that all graduates will end up in an industry that uses a particular tool (e.g. LabVIEW), so if that is the motivation for a particular tool we must still address the utility of this tool to students who may never have reason to use it again. A different strategy than swapping tools is to better articulate why a particular tool was chosen for the learning environment. Students might have less resistance to an educational environment such as Alice if they know that it can help them learn high level concepts that will be directly applicable to their future career and that the use of Alice as an introductory environment will not hinder them from later transferring those concepts to other environments.

**Problem solving.** Developing problem solving skills was widely regarded as a common objective for introductory programming courses. Achieving this objective is more likely if the course begins with a focus on problem solving strategies, before any programming is introduced [23]. Separating problem-solving instruction in this way has a number of benefits grounded in cognitive science research: first, it serves to activate prior knowledge [55]. With problem-solving strategies fresh in their memory, learners will more easily apply them when they begin programming. Second, it helps manage cognitive load. Whereas in the previous example of language choice, we reduced cognitive load by choosing a language with a simpler syntax, here we separate two tasks that we know individually demand a high level of cognitive load for novices: learning problem-solving strategies, and learning programming techniques.

**Assessment**

Often times assessment becomes the weak point of a learning system. Designing good assessment is hard [56,57], and often good assessment can require significant time on the part of the instructor. Because of this, assessment is often simplified, lowering the effectiveness of the entire system.

If our course objective is to teach learners to solve problems with programming, then an ideal assessment would be to give students a problem to solve, ask them to write a program to solve it as well as reflect upon the patterns they used in their solution. Asking for reflection prompts students to engage in meta-cognition, becoming aware of their own thinking process, which helps them become more effective learners [55,58]. Of course evaluating this type of assessment is much more time consuming than a multiple-choice exam that can be automatically scored, or even than evaluating that the finished program runs correctly, which can be done automatically as well [59].

**Considerations and Limitations**

In the above hypothetical example, we had the luxury of complete freedom in designing all aspects of an introductory programming curriculum. We recognize this is almost always never the case in practice; however, we argue that following a framework, such as constructive alignment, as close as possible will help. Thinking about the framework will also encourage critical engagement with the constraints imposed by the institution. For example, there has been much interest in assessment tools used for introductory programming courses [56,60,61], and in particular, automated assessment [57,59,62]. In many cases the push towards automated assessment techniques is a response to increasing class sizes that instructors typically
have little control over. In the event that a large class size dictates that some form of automated assessment be used, following the constructive alignment framework would constrain the types of course objectives and instruction that would be feasible. For instance, if the primary course objective was to teach conceptual understanding of computer science, then a well-designed multiple-choice assessment could be used effectively [56,60]. Using the framework of constructive alignment to critically evaluate the alignment of assessment, objectives, and instruction, may help make explicit some of the compromises that must be made for larger class sizes. This positions the course designers to be more intentional about what compromises to learning are made.

**Discussion and Future Work**

This literature review was by no means comprehensive, but we hope that it touched upon some of the notable areas in which educators have been experiencing challenges and successes in teaching introductory programming. We have pointed out a number of possible connections between computer science and cognitive science that may be worth deeper investigation. While we have seen how cognitive load theory can help reason about course design, there are also potentially interesting connects between cognitive load theory and object oriented design: objects are designed to encapsulate complexity to better manage it. Additionally, further exploring concepts of knowledge organization and differences between novices and experts may be a fruitful area to investigate the use of teaching programming to aid in analogical reasoning and abstract thinking [63].

An area that has not been addressed in this paper but has strong connections is that of attention in cognition [64]. There are strong parallels between our limitations to focus our conscious attention at one or two tasks at a time, and the serial processing inherent in most computing and language design. Of particular interest is the move in hardware to increasingly parallel designs to keep pace with Moore’s law. Our cognitive constraints of attention may suggest an inherent difficulty in thinking and reasoning about parallel processing that must be addressed if we want to prepare students for an environment that demands parallel-processing solutions to programming problems. These demands may shift focus to languages such as Erlang that are designed for high levels of concurrency, result in more interest in functional paradigms over OOP, as well as demand we adopt different metaphors for computing altogether [65].

**Conclusion**

Recognizing that introductory programming is a common component of an engineering curriculum, and that there is a national push to introduce it to an even larger population, it is important to think carefully about how we design programming education to impart the cognitive skills that will generally benefit learners even after the specific technologies they learn are no longer relevant. We strongly advocate for the use of a framework such as constructive alignment, described in this paper, to inform the choices for course objectives, instructional techniques, and assessments. Using such a framework will help identify components of a course that may be contributing unnecessarily to cognitive load, or reasons why student outcomes might not match expectations assumed from course objectives.

Analyzing a proposed curriculum through the lens of cognitive load theory can aid in instructional decisions that will increase the chance of achieving learning goals. Educators must critically review the goals of their introductory programming courses: if goals are to understand high level concepts such as OOP, but not necessarily implement these concepts in textual languages, it may be prudent to consider iconic languages for these courses. If, however, goals include learning OOP concepts and implementing these concepts in textual language, educators must be aware of the increased cognitive load associated with each of
these tasks and provide scaffolding to help students automate aspects of each task individually before expecting them to combine both in successful programs.

Taken together, using an established framework, such as constructive alignment, to design and analyze a curriculum, and utilizing cognitive load theory to help reduce extraneous cognitive load while being intentional about inclusion of germane cognitive load, should help instructional designers create learning environments in which students are able to achieve learning goals. In some cases, intended goals may have to be adjusted to account for the finite limitations of working memory capacity: it is likely not feasible, in the span of a single semester, to expect students with no programming experience to learn the syntax and grammar of a new language and higher level concepts associated with a paradigm like OOP, and be able to switch between abstraction layers in the fluid manner necessary to solving complex problems with programs. What this suggests is that closer coordination is needed across courses in a curriculum so that goals of one become background knowledge of subsequent courses, resulting in successful achievement of program learning goals by the time of graduation.
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